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OPTIMIZED SCHWARZ WAVEFORM RELAXATION METHOD FOR1

INCOMPRESSIBLE STOKES PROBLEM ∗2

DUC-QUANG BUI‡, CAROLINE JAPHET‡ AND PASCAL OMNES§‡3

Abstract. We propose and analyse the optimized Schwarz waveform relaxation (OSWR) method4
for the unsteady incompressible Stokes equations. Well-posedness of the local subdomain problems5
with Robin boundary conditions is proved. Convergence of the velocity is shown through energy6
estimates; however, pressure converges only up to constant values in the subdomains, and an astute7
correction technique is proposed to recover these constants from the velocity. The convergence factor8
of the OSWR algorithm is obtained through a Fourier analysis, and allows to efficiently optimize9
the space-time Robin transmission conditions involved in the OSWR method. Then, numerical10
illustrations for the two-dimensional unsteady incompressible Stokes system are presented to illustrate11
the performance of the OSWR algorithm.12

Key words. Unsteady incompressible Stokes system, space-time domain decomposition, optimized13
Schwarz waveform relaxation, Robin transmission conditions, correction technique for the pressure.14

AMS subject classifications. 65M55, 35K45, 76D07, 65M12, 65M22, 65B99.15

1. Introduction. The study of physical phenomena, whether natural or industrial,16

is frequently based on numerical simulations involving an increasing number of degrees17

of freedom. This growing complexity may require the use of resolution techniques18

which on the one hand are suitable for parallel computing architectures, and on the19

other hand allow local space and time stepping adapted to the physics, such as space-20

time domain decomposition (DD) methods. In this article we are concerned with such21

methods, with Robin transmission conditions at the interfaces between subdomains,22

for solving applications related to incompressible fluid mechanics, that are modelled23

by the unsteady (Navier)-Stokes system.24

The well-posedness of such systems with Robin conditions (without domain de-25

composition) has been the subject of several works in the steady case, see e.g. [47] for26

the Stokes problem (where the Robin condition is expressed with the symmetric part27

of the velocity gradient, instead of the gradient), references [45, 38] for the Oseen and28

Navier-Stokes systems, and [16] for the Stokes-Darcy Coupling. On the other hand,29

there are few works in the unsteady case; in [39] existence and uniqueness of a solution30

with a time-dependent Robin boundary condition of the type curlu × n = β(t)u is31

addressed. In [29] the Stokes problem with Robin conditions is studied, in the context32

of a global-in-time DD method applied the coupled nonlinear Stokes and Darcy Flows.33

The well-posedness is not shown.34

In this article we study the well-posedness of the unsteady incompressible Stokes35

system with Robin boundary conditions of type α(ν∂nu · n − p) + u · n = g(t) and36

βν∂nu× n+ u× n = ξ(t), in the context of space-time DD methods.37

Concerning the DD approaches with Robin conditions, several studies have been38

carried out for the incompressible (Navier)-Stokes equations : in [41, 42, 34, 43, 40] the39

steady Oseen equation (and its application to the non-stationary Navier-Stokes equa-40
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2 D.-Q. BUI, C. JAPHET, AND P. OMNES

tions, using a spatial DD at each time step) is considered. More precisely, in [42, 34, 43]41

a stabilized finite element approximation is proposed (with non-standard Robin con-42

ditions due to the stabilization). The convergence of the DD method is proven for the43

velocity. For the pressure, the convergence is proven when the original monodomain44

problem involves Robin boundary conditions on a part of the physical boundary.45

However, the authors point out that for an Oseen problem with Dirichlet conditions46

on the whole physical boundary, the pressure of the Robin-Robin DD algorithm will47

converge up to a constant which can differ for different subdomains. This important48

observation is also mentioned in [11] for the steady Stokes problem, where the DD49

method is based on a penalty term on the interface (in that case the Robin conditions50

are not equivalent to the physical ones). The convergence is shown for a modified51

pressure in the two-subdomains case. This issue of pressure converging up to a con-52

stant that depends on the subdomains is also raised in [33, 23] for the discrete Schwarz53

algorithm with a DDFV scheme applied to the semi-discrete in time Navier-Stokes54

system. In [12, 6], an optimized Schwarz DD method is studied, and applied at each55

time step to the semi-discrete in time Navier-Stokes equations. Other transmission56

conditions (Dirichlet / Neumann) are considered e.g. in [46, 21, 44, 49] for Stokes and57

Navier-Stokes equations.58

In this article we consider global-in-time Schwarz methods which use waveform59

relaxation techniques, i.e. Schwarz waveform relaxation (SWR). Such iterative meth-60

ods use computations in the subdomains over the whole time interval, exchanging61

space-time boundary data through transmission conditions on the space-time inter-62

faces. The main advantage is that space-time discretizations can be chosen indepen-63

dently on each subdomain, and, at the end of each iteration, only a small amount of64

information is exchanged, which makes the parallelization (in space and time) very65

efficient.66

The space-time boundary data play an important role in the convergence process67

and can be of Dirichlet [20, 22], absorbing, Robin (or Ventcell) type [19, 35, 4, 25, 24].68

The value of the Robin (or Ventcell) parameters can be optimized to improve conver-69

gence rates (see [19, 30, 35, 32]), and the corresponding method is called optimized70

Schwarz waveform relaxation (OSWR). This method is wildly used and analyzed for71

fluid dynamics, see references above, and e.g. [35, 18, 36, 3, 5, 28, 1, 48].72

For the application of the SWR method on the Navier-Stokes equations, we are73

aware of the article [3] where an OSWR method is proposed for the rotating 3D74

incompressible hydrostatic Navier-Stokes equations with free surface. However, the75

hydrostatic nature of the model modifies the structure of the continuity equation which76

now involves a transport term for the free surface (which plays the same role as the77

pressure in the momentum equation of the standard Navier-Stokes system), so that78

the results in [3] cannot apply to the problem considered in the present work. In [12],79

an SWR method for the Oseen equations is studied; optimal transparent boundary80

conditions are derived, and local approximations for these nonlocal conditions are81

proposed. No general convergence analysis of the resulting algorithm (e.g. via energy82

estimates) is given. A convergence factor is obtained in the idealized case of two83

half-space subdomains and unbounded time interval, via Laplace-Fourier transforms.84

Concerning the compressible Euler and Navier-Stokes equations, in [14, 13] an85

SWR method is proposed and various numerical experiments are shown.86

However, until now, there exists no convergence proof (for SWR or OSWR) for the87

incompressible Navier-Stokes equations. We contribute to the understanding of the88

behaviour of the OSWR method by attacking representative, though simpler, model89

problems. To begin with, we analyze the method on the evolutionary Stokes equations,90
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OSWR FOR INCOMPRESSIBLE STOKES PROBLEM 3

a simplified version of the evolutionary Navier-Stokes system in which the convection91

is simply discarded. The convergence analysis of the velocity iterates involved in the92

OSWR method, for the Stokes equations, can be performed in a similar manner as for93

parabolic equations. An extension of this analysis to the evolutionary Oseen equations94

(a linearization of the Navier-Stokes equations in which the convective velocity field95

is considered as a given datum) is given in [9]. However, the convergence analysis of96

the OSWR method has its own obstacle related to the pressure converging only up97

to constants in the various subdomains, as discussed above. A second purpose of this98

article is to propose a new technique, in the multidomain case, to recover the pressure99

from the velocity (at any iteration).100

A third purpose of this article is to discuss the choice of the Robin parameters,101

which play a crucial role in the optimization of the convergence rate. Until recently,102

the common practice was to derive and optimize a convergence rate in the idealized103

case of two half-space subdomains and unbounded time interval, via Laplace-Fourier104

transforms performed on the continuous model (i.e. without taking into account the105

actual discretization method). We first follow this standard approach in this work,106

but in a second step modify it to also include the effect of the discretization in the107

time direction; the Robin parameters obtained with such a modification improve the108

convergence rate over the standard choice in our numerical tests. Note that studying109

the influence of the numerical scheme over the OSWR convergence rate is a recent110

approach, pursued for example in [15, 26, 2].111

The remainder of this article is organized as follows. In section 2, we present112

the model problem and its multidomain form. Since the multi-domain formulation113

involves local Stokes problems with Robin boundary conditions, we prove the well-114

posedness of such problems in Section 3. Next, section 4 is dedicated to the algorithm.115

In section 5 we show that, in general, the pressure calculated by the OSWR algorithm116

will not converge to the monodomain solution. In section 6, we obtain a convergence117

result on the velocity through an energy estimate, and in section 7, we propose an118

astute technique to recover the pressure from the velocity. In section 8, a Fourier119

analysis is done to get a formulation for the convergence factor of the OSWR algo-120

rithm. In section 9, an optimization procedure (based on the convergence factor of the121

method), that allows to obtain efficient Robin parameters, is given. Then, numerical122

illustrations for the unsteady Stokes system follow in section 10.123

2. Presentation of the model and multidomain formulation. For a bounded do-124

main Ω ⊆ R2, and for a given viscosity coefficient ν > 0 that we suppose constant and125

uniform, for given initial condition u0 and source term f , we denote respectively by126

u, p the velocity and pressure unknowns in the incompressible non-stationary Stokes127

system:128

∂tu− ν∆u+∇p = f in Ω× (0, T ),
∇·u = 0 in Ω× (0, T ),

u(., t = 0) = u0 in Ω,
u = 0 on ∂Ω× (0, T ).

(2.1)129

130

This system does not have a unique solution: if (u, p) is a solution, then (u, p+ c) is131

also a solution, for any constant c. Then, for uniqueness, one needs, for example, the132

zero-mean condition on the pressure133 ∫
Ω

p = 0. (2.2)134
135

This manuscript is for review purposes only.



4 D.-Q. BUI, C. JAPHET, AND P. OMNES

Thus, we introduce the notation L2
0(Ω) = {p ∈ L2(Ω),

∫
Ω
p = 0}.136

137

Next, we shall introduce the following spaces, which are the completions, inH1(Ω)138

and in L2(Ω), respectively, of the set of compactly supported C∞ functions with139

vanishing divergence:140

V =
{
u ∈

[
H1

0 (Ω)
]2

,∇·u = 0
}
,

H =
{
u ∈

[
L2(Ω)

]2
,∇·u = 0,u · n∂Ω = 0 on ∂Ω

}
,

141

142

where n∂Ω is the unit, outward pointing, normal vector field on ∂Ω. We denote by V ′143

the dual space of V . We recall ([7, Proposition IV.5.13]) that, if Ω, f and u0 regular144

enough, problem (2.1)-(2.2) has a unique solution such that145

u ∈
(
L2((0, T ), V ) ∩ C0([0, T ], H)

)
, ∂tu ∈ L2((0, T ), V ′),146

p ∈ W−1,∞ (
(0, T ), L2

0(Ω)
)
.147

In order to apply a domain-decomposition strategy for this problem, we decompose Ω148

into M non-overlapping subdomains Ωi, i.e. Ωi ∩ Ωj = ∅ for i ̸= j, and Ω =
⋃M

i=1 Ωi.149

For i = 1, 2, . . . ,M , we denote by Ii the set of indices of the neighbouring subdo-150

main(s) of Ωi: it holds that j ∈ Ii if and only if |∂Ωi ∩ ∂Ωj | > 0, where | · | denotes151

the one dimensional measure. We denote by Γij the interface (if it exists) between152

Ωi and Ωj , nij the unit normal vector on Γij , directed from Ωi to Ωj . Note that this153

implies that nij = −nji.154

155

Denoting by ui, (u0)i, pi and fi the respective restrictions of u, u0, p and f to Ωi,156

the monodomain problem is equivalent to the following multidomain one157

∂tui − ν∆ui +∇pi = fi in Ωi × (0, T ),
∇·ui = 0 in Ωi × (0, T ),

ui(., t = 0) = (u0)i in Ωi,
ui = 0 on (∂Ω ∩ ∂Ωi, )× (0, T ),

(2.3)158

159

for all i ∈ [[1,M ]], together with the physical transmission conditions on the space-time160

interfaces Γij × (0, T ), j ∈ Ii, i ∈ [[1,M ]],161

uij · nij = −uji · nji,

uj × nij = −uj × nji,

ν∂nij
ui · nij − pi = ν∂nji

uj · nji − pj ,

ν∂nij
ui × nij = ν∂nji

uj × nji.

(2.4)162

163

For any choice of (αij , αji, βij , βji) ∈ (R+∗)
4
, those conditions are equivalent to the164

following Robin transmission conditions on Γij × (0, T ) = Γji × (0, T ):165

αij(ν∂nij
ui · nij − pi) + ui · nij = αij(ν∂nij

uj · nij − pj) + uj · nij ,

αji(ν∂nji
uj · nji − pj) + uj · nji = αji(ν∂nji

ui · nji − pi) + ui · nji,

βijν∂nij
ui × nij + ui × nij = βijν∂nij

uj × nij + uj × nij ,

βjiν∂nji
uj × nji + uj × nji = βjiν∂nji

ui × nji + ui × nji.

(2.5)166

167
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Finally, the zero-mean condition for the pressure is equivalent to168

M∑
i=1

∫
Ωi

pi = 0. (2.6)169

170

This setting requires that we should study the Stokes system in a domain where171

Robin boundary conditions are applied on a part of the boundary. This is what is172

done in the next section.173

3. The Stokes problem with Robin boundary conditions. We now consider a do-174

main, still denoted by Ω, for which the boundary is decomposed into two parts:175

∂Ω = ΓD ∪ ΓR, with |ΓR| > 0. Let n be the outgoing normal vector on ΓR; we176

consider the following system, with α > 0 and β > 0177

∂tu− ν∆u+∇p = f in Ω× (0, T ),
∇·u = 0 in Ω× (0, T ),

u(·, t = 0) = u0 in Ω,
u = 0 on ΓD × (0, T ),

α(ν∂nu · n− p) + u · n = g on ΓR × (0, T ),
βν∂nu× n+ u× n = ξ on ΓR × (0, T ),

(3.1)178

179

where f is at least in
[
L2(Ω× (0, T ))

]2
, g and ξ are at least in

[
L2(ΓR × (0, T ))

]
.180

In order to set this problem under an appropriate (parabolic) variational form, we181

multiply the first equation by a divergence-free test function v (smooth enough) that182

vanishes on ΓD and integrate by parts on Ω. The flux (−ν∂nu+ pn) is then decom-183

posed into normal and tangential parts and boundary conditions of (3.1) are used.184

We obtain then the following parabolic variational problem185

⟨∂tu,v⟩V ′
D,VD

+ a(t,u,v) = c(t,v), a.e. t ∈ (0, T ),∀v ∈ VD, (3.2)186

u(0) = u0, (3.3)187188

where the spaces are defined as189

VD =
{
u ∈

[
H1(Ω)

]2
,u = 0 on ΓD,∇·u = 0

}
,

HD =
{
u ∈

[
L2(Ω)

]2
,u · n = 0 on ΓD,∇·u = 0

}
,

190

191

together with their linear and bilinear forms192

a(u,v) = ν (∇u,∇v)Ω +
1

α
(u · n,v · n)ΓR

+
1

β
(u× n,v × n)ΓR

, (3.4)193

c(t,v) = (f(t),v)Ω +
1

α
(g(t),v · n)ΓR

+
1

β
(ξ(t),v × n)ΓR

. (3.5)194
195

Here, (·, ·)D denotes, for any set D (whatever the space-dimension of D) the standard196

scalar or the matrix-valued scalar L2 product on D. In the same way, we shall use197

the notation || · ||D for the associated L2(D) norm. All terms in the definition of the198

forms a and c are well-defined for (u,v) ∈ VD × VD.199

From these definitions, VD is dense in HD and the embedding VD ⊂ HD is200

continuous. We can identify HD with its dual space, and we are in the situation201

where VD ⊂ HD ≡ H ′
D ⊂ V ′

D, which is the classical setting for parabolic equations202

(see e.g. [17, Section 6.1], [8, Page 218]). In this context, we recall the following203

theorem.204
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Theorem 3.1. Problem (3.2)-(3.3) admits a unique solution205

u ∈
(
L2((0, T ), VD) ∩ C0([0, T ], HD)

)
,206

with ∂tu ∈ L2((0, T ), V ′
D) if the following properties are verified207

• u0 ∈ HD and c ∈ L2((0, T ), V ′
D),208

• The function t 7→ a(t,u,v) is measurable for all (u,v) ∈ V 2
D,209

• ∃M ∈ R such that |a(t,u,v)| ≤ M∥u∥VD
∥v∥VD

for almost every t and for all210

(u,v) ∈ V 2
D,211

• ∃m > 0 such that a(t,u,u) ≥ m∥u∥2VD
for almost every t and for all u ∈ VD.212

We shall apply this result to our setting, with the simplification that the bilinear form213

defined by (3.4) does not depend on time. We obtain the following result:214

Theorem 3.2. Assume that f ∈ L2((0, T ),
[
L2(Ω)

]2
), g, ξ ∈ L2((0, T ), L2(ΓR)),215

and u0 ∈ HD. Let a and c be defined by (3.4) and (3.5), respectively. Then, problem216

(3.2)–(3.3) admits a unique solution u ∈
(
L2((0, T ), VD) ∩ C0([0, T ], HD)

)
, which is217

such that ∂tu ∈ L2((0, T ), V ′
D).218

Proof. We shall show that a and c verify the hypothesis of Theorem 3.1. First, it219

is well-known that, as soon as |ΓR| > 0, then220

∥u∥VD
:=

(
∥∇u∥2Ω + ∥u∥2ΓR

) 1
2 =

(
∥∇u∥2Ω + ∥u · n∥2ΓR

+ ∥u× n∥2ΓR

) 1
2221222

is a norm equivalent to the H1 norm on VD, and we shall therefore work with this223

norm.224

Let M = max

(
ν,

1

α
,
1

β

)
. From the Cauchy-Schwarz inequality, we get the con-225

tinuity of a(·, ·):226

|a(u,v)| ≤ M∥u∥VD
∥v∥VD

, ∀u,v ∈ VD.227228

Let m = min

(
ν,

1

α
,
1

β

)
> 0. From the definition of ∥ · ∥VD

, we get the coercivity229

of a(·, ·):230

a(u,u) ≥ m∥u∥2VD
, ∀u ∈ VD.231232

Then, for a.e. t ∈ (0, T ), the continuity of c(t, ·) is deduced from the Cauchy-Schwarz233

inequality and the equivalence between the H1(Ω)-norm and || · ||VD
:234

|c(t,v)| ≤
[
C1∥f(t)∥Ω +

1

α
∥g(t)∥ΓR

+
1

β
∥ξ(t)∥ΓR

]
∥v∥VD

.235
236

Moreover, thanks to the hypothesis on the time dependence of f , g and ξ, the quantity

C1∥f(t)∥Ω +
1

α
∥g(t)∥ΓR

+
1

β
∥ξ(t)∥ΓR

is square integrable on (0, T ), and we can now apply Theorem 3.1, which finishes the237

proof.238

Remark 3.3. Since VD is continuously and densely embedded in HD, the fact that
u ∈ C0([0, T ], HD) is a consequence of the fact that the space

W(VD, V ′
D) :=

{
v : (0, T ) 7→ VD;v ∈ L2((0, T ), VD); ∂tv ∈ L2((0, T ), V ′

D)
}

This manuscript is for review purposes only.
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is included in C0([0, T ], HD), as stated, for example, by [17, Lemma 6.2] and [7,239

Theorem II.5.13].240

This has the important implication that it is legitimate to consider u(t) ∈ HD for241

all t ∈ [0, T ]. Moreover, the following integral equality holds for all t ∈ [0, T ] and for242

all (u,v) ∈ [W(VD, V ′
D)]2 (see [17, Lemma 6.3] and [7, Theorem II.5.12]):243 ∫ t

0

(
⟨∂tu(s),v(s)⟩V ′

D,VD
+ ⟨∂tv(s),u(s)⟩V ′

D,VD

)
ds = (u(t),v(t))Ω − (u(0),v(0))Ω.

(3.6)244

Now, since we have obtained the velocity u from the constrained variational prob-
lem (3.2)–(3.3), we shall construct the pressure by relaxing the divergence free condi-
tion on the velocity test functions, and we shall therefore consider the space

XD =
{
v ∈

[
H1(Ω)

]2
,v = 0 on ΓD

}
,

equipped with the above-defined norm || · ||VD
. Like often with the Stokes problem,245

we shall rely on the surjectivity of the divergence operator, and on general properties246

of surjective mappings in Hilbert spaces. More precisely, we shall use the following247

results.248

Lemma 3.4. The mapping B from XD into L2(Ω) defined by B(v) = −∇ · v is249

continuous and surjective.250

Proof. This is a special case of [17, Lemma 4.9] (with, using the notations of [17],251

∂Ω1 = ΓD, ∂Ω2 = ∅, ∂Ω3 = ∅ and ∂Ω4 = ΓR).252

Lemma 3.5. Let L be in L(E;F ) and LT be its adjoint in L(F ′;E′), then if L is253

surjective in F , then ImLT is closed in E′.254

Before stating the next Lemma, we recall the following definition (see, e.g. [7, Defini-255

tion IV.2.1]) and properties (see, e.g. [7, Remark IV.2.1])256

Definition 3.6. Let E be a Banach space with dual space E′; then for any subset
A ⊂ E, we define A⊥ ⊂ E′ as follows:

A⊥ := {ϕ ∈ E′,∀x ∈ A, ⟨ϕ, x⟩E′,E = 0}

Lemma 3.7. If A ⊂ C ⊂ E, then C⊥ ⊂ A⊥.257

Lemma 3.8. If A is a linear subspace of E, then (A⊥)⊥ = A if and only if A is258

closed in E.259

Moreover, we also recall the following general result260

Lemma 3.9. Let L be in L(E;F ), then (ImLT )⊥ ⊂ KerL261

Proof. If f ∈ (ImLT )⊥, then ⟨LT q, f⟩E′,E = 0, ∀q ∈ F ′. Thus ⟨q, Lf⟩F ′,F = 0262

for all q ∈ F ′, which means that Lf = 0, and thus f ∈ KerL.263

From these results, we obtain the following Lemma, which will be useful in the con-264

struction of the pressure field:265

Lemma 3.10. Let BT be the adjoint operator of B, from L2(Ω) into X ′
D. Then266

for any ℓ in X ′
D that vanishes on VD, there exists P ∈ L2(Ω) such that ℓ = BTP .267

Proof. Since B is in L(XD;L2(Ω)) and is surjective (Lemma 3.4), then (ImBT )268

is closed in X ′
D (Lemma 3.5), and

(
(ImBT )⊥

)⊥
= ImBT (Lemma 3.8). Now, using269
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8 D.-Q. BUI, C. JAPHET, AND P. OMNES

Lemmas 3.9 and 3.7, we get (KerB)⊥ ⊂
(
(ImBT )⊥

)⊥
= ImBT . So if ℓ in X ′

D270

vanishes on VD = KerB, then ℓ is in (KerB)⊥ and so in ImBT , which exactly means271

that there exists P ∈ L2(Ω) such that ℓ = BTP .272

Using this result, we can now state the following theorem.273

Theorem 3.11. Assume that f ∈ L2((0, T ),
[
L2(Ω)

]2
), ξ, g ∈ L2((0, T ), L2(ΓR))274

and u0 ∈ HD, then there exists unique u ∈
(
L2((0, T ), VD) ∩C0([0, T ], HD)

)
and275

p ∈ W−1,∞((0, T ), L2(Ω)), with ∂tu ∈ L2((0, T ), V ′
D) such that (u, p) verifies problem276

(3.1) in the sense that277

• u verifies (3.2)–(3.3)278

• p = ∂tP with P ∈ L∞((0, T ), L2(Ω)) that satisfies279 ∫ t

0

c(s,v)ds− (u(t),v)Ω + (u0,v)Ω −
∫ t

0

a(u(s),v)ds = −
∫
Ω

P (t)∇ · v , ∀v ∈ XD.

(3.7)280

Proof. Let u be the solution of (3.2)–(3.3), and consider, for this u, the function281

t 7→ a(u(t),v) and the function t 7→ c(t,v) where a and c are defined by (3.4) and (3.5).282

Then their definitions can be straightforwardly extended to consider v ∈ XD and, for283

any t ∈ (0, T ), the following element of X ′
D is well-defined:284

b(t,v) :=

∫ t

0

c(s,v)ds− (u(t),v)Ω + (u0,v)Ω −
∫ t

0

a(u(s),v)ds , ∀v ∈ XD.285
286

Indeed, one has that287 ∣∣∣∣∫ t

0

a(u(s),v)ds

∣∣∣∣ ≤ ∫ t

0

M∥u(s)∥XD
∥v∥XD

ds288

≤ M
√
t

[∫ t

0

∥u(s)∥2XD
ds

] 1
2

∥v∥XD
289

≤ M
√
T∥u∥L2((0,T ),VD)∥v∥XD

,290291

and292 ∣∣∣∣∫ t

0

c(s,v)ds

∣∣∣∣ ≤ ∫ t

0

(
C1∥f(s)∥Ω +

1

α
∥g(s)∥ΓR

+
1

β
∥ξ(s)∥ΓR

)
∥v∥XD

293

≤ γ1∥v∥XD
,294295

with296

γ1 = C1

√
T∥f∥L2((0,T ),[L2(Ω)]2) +

√
T

α
∥g∥L2((0,T ),L2(ΓR)) +

√
T

β
∥ξ∥L2((0,T ),L2(ΓR)).297

In addition, since u belongs to C0([0, T ], HD), then298

|− (u(t),v)Ω + (u0,v)Ω| ≤ 2||u||L∞([0,T ],[L2(Ω)]2)||v||Ω299

≤ 2C1||u||L∞([0,T ],[L2(Ω)]2)||v||XD
.300301

This leads to the fact that302

|b(t,v)| ≤ C2||v||XD
, ∀v ∈ VD, ∀t ∈ (0, T ), (3.8)303
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with
C2 = 2C1||u||L∞([0,T ],[L2(Ω)]2) + γ1 +M

√
T∥u∥L2(0,T,VD).

Moreover, from (3.2) and (3.6) (with v not depending on time), we obtain that304

b(t,v) = 0 for all v ∈ VD, for all t ∈ (0, T ). Thus, using Lemma 3.10, we conclude305

that, for all t ∈ (0, T ), there exists P (t) ∈ L2(Ω) satisfying306

b(t,v) = ⟨BTP (t),v⟩X′
D,XD

= −(P (t),∇ · v)Ω = −
∫
Ω

P (t)∇ · v , ∀v ∈ XD. (3.9)307

Moreover, the surjectivity of the divergence mapping leads to the following inf-sup308

condition: there exists γ2 > 0, s.t.309

inf
q∈L2(Ω)

sup
v∈XD

(Bv, q)Ω
∥v∥XD

∥q∥L2(Ω)
= γ2 > 0,310

311

which implies, for all q ∈ L2(Ω)312

γ2∥q∥L2(Ω) ≤ sup
v∈XD

(Bv, q)Ω
∥v∥XD

. (3.10)313

314

In order to use q = P (t) in (3.10), we need to evaluate (Bv, P (t))Ω. From (3.9), we315

obtain that (Bv, P (t))Ω = ⟨BTP (t),v⟩X′
D,XD

= b(t,v); together with (3.8), we get316

∥P (t)∥L2(Ω) ≤
1

γ2
sup

v∈XD

b(t,v)

∥v∥XD

≤ C2

γ2
.317

318

We conclude that P (t) ∈ L∞((0, T ), L2(Ω)). Then, we define the pressure p = ∂tP319

and thus p ∈ H−1,∞((0, T ), L2(Ω)).320

It remains to show that p is unique. Consider the case u0 = 0 and c = 0. Then,321

we have u = 0, and (3.7) leads to
∫
Ω
P (t)∇·v = 0, ∀v ∈ XD. From the surjectivity of322

the divergence mapping, one gets that P (t) = 0 for all t, and then p = 0.323

4. Optimized Schwarz Waveform Relaxation Algorithm. The OSWR algorithm324

for solving the multidomain problem (2.3)–(2.4) is as follows.325

Algorithm 4.1 (OSWR)

Choose initial Robin data g0ij , ξ
0
ij on Γij × (0, T ), j ∈ Ii, i = 1, 2, . . . ,M

for ℓ = 1, 2, . . . do
1. Solve the local space-time Robin problems, for i = 1, 2, . . . ,M

∂tu
ℓ
i − ν∆uℓ

i +∇pℓi = fi in Ωi × (0, T )
∇·uℓ

i = 0 in Ωi × (0, T )
uℓ
i(., t = 0) = u0,i in Ωi

αij(ν∂nij
uℓ
i · nij − pℓi) + uℓ

i · nij = gℓ−1
ij on Γij × (0, T ), j ∈ Ii

βijν∂nij
uℓ
i × nij + uℓ

i × nij = ξℓ−1
ij on Γij × (0, T ), j ∈ Ii

uℓ
i = 0 on (∂Ωi ∩ ∂Ω)× (0, T )

(4.1)

2. Update the Robin terms gℓij , ξ
ℓ
ij on Γij × (0, T ), for j ∈ Ii, i = 1, 2, . . . ,M

gℓij = αij(ν∂niju
ℓ
j · nij − pℓj) + uℓ

j · nij , (4.2a)

ξℓij = βijν∂nij
uℓ
j × nij + uℓ

j × nij . (4.2b)

end for
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Remark 4.1. Let i ∈ J1,MK, j ∈ Ii. Formulas given by (4.2) can be rewritten as326

gℓij =
αij

αji

(
αji(ν∂nji

uℓ
j · nji − pℓj) + uℓ

j · nji

)
− αij

αji
uℓ
j · nji + uℓ

j · nij327

ξℓij =
βij

βji

(
βjiν∂nji

uℓ
j × nji + uℓ

j × nji

)
− βij

βji
uℓ
j × nji + uℓ

j × nij ,328
329

or equivalently, using the Robin transmission conditions in (4.1),330

gℓij =
αij

αji
gℓ−1
ji − αij + αji

αji
uℓ
j · nji, (4.3a)331

ξℓij =
βij

βji
ξℓ−1
ji − βij + βji

βji
uℓ
j × nji. (4.3b)332

333

One advantage of formula (4.3) is that, if gℓ−1
ij and ξℓ−1

ij have L2(Γij) regularity,334

so will gℓij and ξℓij . Indeed, in (4.3) the regularities of gℓij and ξℓij depend only on335

those of gℓ−1
ji , ξℓ−1

ji and uℓ
j , whose trace is in L2((0, T ), H

1
2 (Γij)) (recall that we have336

uℓ
j ∈ L2

(
(0, T ),

[
H1(Ωj)

]2 )
, see Section 3). On the other hand, formula (4.2) will337

return new Robin boundary data gℓij and ξℓij with a lower regularity, which is not338

satisfying for an iterative algorithm. Another advantage of formula (4.3) is that it is339

easier to implement in practice, than formula (4.2).340

Now, we may express the iterative algorithm in the following way. We first define341

Vi = {u ∈
[
H1(Ωi)

]2
,u = 0 on ∂Ωi ∩ ∂Ω , ∇ · u = 0 in Ωi},342

Hi = {u ∈
[
L2(Ωi)

]2
,u · n∂Ωi

= 0 on ∂Ωi ∩ ∂Ω , ∇ · u = 0 in Ωi}.343344

Xi =
{
u ∈

[
H1(Ωi)

]2
,u = 0 on ∂Ωi ∩ ∂Ω

}
,

Then, we set, for all u,v ∈ Xi and t ∈ (0, T ),345

ai(u,v) := ν (∇u,∇v)Ωi
+

∑
j∈Ii

1

αij
(u · nij ,v · nij)Γij

+
1

βij
(u× nij ,v × nij)Γij

,

cℓi(t,v) := (f(t),v)Ωi
+

∑
j∈Ii

1

αij

(
gℓ−1
ij (t),v · nij

)
Γij

+
1

βij

(
ξℓ−1
ij (t),v × nij

)
Γij

,

(4.4)

346

347

and the algorithm reads: for all ℓ ≥ 1, given gℓ−1
ij , ξℓ−1

ij on each space-time interface348

Γij × (0, T ), solve, for each i = 1 . . .M :349 〈
∂tu

ℓ
i ,v

〉
V ′
i ,Vi

+ ai(u
ℓ
i ,v) = cℓi(t,v), a.e. t ∈ (0, T ),∀v ∈ Vi,

uℓ
i(0) = u0.i.

(4.5)350

351

Then we construct pℓi = ∂tP
ℓ
i , where P ℓ

i is such that352 (
uℓ
i(t),v

)
Ωi

− (u0,i,v)Ωi
+

∫ t

0

ai(u
ℓ
i(s),v)ds− (P ℓ

i ,∇ · v)Ωi −
∫ t

0

cℓi(s,v)ds = 0,

∀v ∈ Xi.

(4.6)

353

354

Finally, the data are updated by using (4.3a)–(4.3b) on the space-time interfaces.355

With this formulation, we can state the following result356
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Theorem 4.2. Assume that g0ij , ξ
0
ij ∈ L2((0, T ), L2(Γij)) and u0|Ωi

∈ Hi. Then,357

the OSWR algorithm is well-defined and for all ℓ, uℓ
i ∈ L2((0, T ), Vi) ∩ C0([0, T ], Hi),358

∂tu
ℓ
i ∈ L2((0, T ), V ′

i ), p
ℓ
i ∈ W−1,∞((0, T ), L2(Ωi)) and gℓij , ξ

ℓ
ij ∈ L2((0, T ), L2(Γij)).359

Proof. By Theorem 3.11, if gℓ−1
ij , ξℓ−1

ij ∈ L2((0, T ), L2(Γij)), then one gets uℓ
i360

verifying (4.5) with uℓ
i ∈ L2((0, T ), Vi) ∩ C0([0, T ], Hi) and ∂tu

ℓ
i ∈ L2((0, T ), V ′

i ).361

Additionally, Theorem 3.11 tells us that there exists P ℓ
i verifying (4.6). We take362

pℓi = ∂tP
ℓ
i ∈ W−1,∞((0, T ), L2(Ωi)).363

Using the trace theorem, the normal and tangent traces of uℓ
i on Γij × (0, T )364

belong to L2((0, T ), L2(Γij)). Hence, using the update formula (4.3), we infer that365

gℓij , ξ
ℓ
ij ∈ L2((0, T ), L2(Γij)).366

The proof is then carried out by a simple induction.367

Remark 4.3. The OSWR algorithm is constructed without considering the last368

condition (2.6), hence it may not converge to the monodomain solution. We shall show369

in the next section that, indeed, the pressure in each subdomain may not converge to370

the restriction of the monodomain pressure.371

5. First observations on the two subdomains case. For the trivial case of a one-372

dimensional problem and two subdomains, one can show that the velocity iterates373

converge, while the pressure iterates do not converge in general, see [9].374

This result generalizes to higher dimensions as follows : let us consider the two-375

subdomain case, i.e. M = 2. To simplify notation, we set Γ := Γ12 = Γ21, and for376

any ϕ in (α, g,u), we write ϕ1 and ϕ2 instead of ϕ12 and ϕ21, respectively.377

The divergence-free condition of the velocity in each subdomain leads to378 ∫
∂Ωi

uℓ
i · n∂Ωi

= 0 =

∫
Γ

uℓ
i · ni, i = 1, 2. (5.1)379

380

The update of Robin terms for the normal components can also be written as381

gℓi =
αi

αj
gℓ−1
j − αi + αj

αj
uℓ
j · nj , j = 3− i, i = 1, 2.382

383

Integrating over Γ, and taking (5.1) into account, we get384 ∫
Γ

gℓi =
αi

αj

∫
Γ

gℓ−1
j =

∫
Γ

gℓ−2
i , j = 3− i, i = 1, 2.385

386

Therefore, a necessary condition for the convergence of the algorithm to the mon-387

odomain solution is388 ∫
Γ

g0i =

∫
Γ

gi, i = 1, 2, (5.2)389
390

with gi = αi(ν∂ni
u · ni − p) + u · ni, i = 1, 2, in which (u, p) is the monodomain391

solution of problem (2.1). Condition (5.2) cannot be achieved in practice because the392

quantity gi, i = 1, 2, is not known.393

More precisely, whereas the convergence of the velocity iterates will be proven in394

Section 6 below, independently of condition (5.2), the pressure iterates will converge395

only if condition (5.2) is satisfied, and thus will not converge in general. A correction396

technique to recover the pressure from the velocity will be proposed in Section 7.397
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6. Convergence of the velocity via energy estimate. In this Section, we suppose398

additional regularity on u0, f and Ω, which leads to regularity properties of the strong399

solution of problem (2.1)–(2.2). Namely, we recall [31, Theorem 1, Page 86].400

Theorem 6.1. Let Ω be a bounded domain of R2 with twice continuously differ-401

entiable boundary. For any u0 ∈ V and f ∈ L2((0, T ), L2(Ω))2), problem (2.1)-(2.2)402

has a unique solution (u, p) such that403

u ∈ C0([0, T ], V ) ∩ L2((0, T ), (H2(Ω))2), ∂tu ∈ L2((0, T ), L2(Ω))2,404

p ∈ L2((0, T ), H1(Ω)).405

Using Theorem 6.1, we prove that, if its hypotheses are satisfied, then the velocity406

iterates converge to the monodomain velocity.407

Theorem 6.2. Assume that the hypotheses of Theorem 6.1 are satisfied. Let g0ij408

and ξ0ij belong to L2((0, T ), L2(Γij)) and let uℓ
i be the velocity component of the solution409

of Algorithm 4.1 (OSWR). Then, if αij = αji and βij = βji, the sequence u
ℓ
i converges410

to ui = u|Ωi in C0([0, T ], Hi) ∩ L2(0, T, Vi).411

Proof. Denote by pi = p|Ωi
. Then, thanks to the extra regularity of (u, p) given412

by Theorem 6.1, we can define its Robin trace on any space-time interface Γij × (0, T )413

414

gℓij =
αij

αji
gℓ−1
ji − αij + αji

αji
uℓ
j · nji, (6.1a)415

ξℓij =
βij

βji
ξℓ−1
ji − βij + βji

βji
uℓ
j × nji. (6.1b)416

417

and they both belong to L2((0, T ), L2(Γij)). Then (2.5) implies418

gℓij =
αij

αji
gℓ−1
ji − αij + αji

αji
uℓ
j · nji, (6.2a)419

ξℓij =
βij

βji
ξℓ−1
ji − βij + βji

βji
uℓ
j × nji. (6.2b)420

421

Moreover, (ui, pi) is the strong solution of each local Robin boundary problem with422

source term fi, initial condition u0,i and Robin terms gij and ξij on Γij . We can write423

these local problems in variational forms similar to (4.4)–(4.5), in which we replace gℓij424

by gij and ξℓij by ξij .425

We define the errors as the differences between the iterates and the restrictions426

(to each subdomain) of the monodomain solution and denote by427

eℓi := uℓ
i − ui , h

ℓ
ij = gℓij − gij , ζ

ℓ
ij = ξℓij − ξij , j ∈ Ii, i ∈ J1,MK. (6.3)428

Then, the errors also verify the following variational problems similar to (4.4)–(4.5):429

for a.e. t ∈ (0, T ),∀v ∈ Vi,430

⟨∂teℓi ,v⟩V ′
i ,Vi

+ai(e
ℓ
i ,v) =

∑
j∈Ii

1

αij
(hℓ−1

ij ,v ·nij)Γij +
∑
j∈Ii

1

βij
(ζℓ−1

ij ,v×nij)Γij , (6.4)431

with initial condition eℓi(0) = 0. All integrals on Γij are well defined since gij and ξij432

are both in L2((0, T ), L2(Γij)), and since we have proved that this is also the case433

for gℓij and ξℓij as soon as it is true for ℓ = 0.434
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With αij = αji and βij = βji, the update formulas (4.3) and (6.2) for the Robin435

terms on Γij × (0, T ) lead to436

eℓi · nij =
1

2

(
hℓ−1
ij − hℓ

ji

)
, eℓi × nij =

1

2

(
ζℓ−1
ij − ζℓji

)
. (6.5)437

438

Choosing eℓi as test function in (6.4), one gets439

⟨∂teℓi , eℓi⟩V ′
i ,Vi

+ ν(∇eℓi ,∇eℓi)Ωi

+
∑
j∈Ii

1

αij
(eℓi · nij , e

ℓ
i · nij)Γij

+
∑
j∈Ii

1

βij
(eℓi × nij , e

ℓ
i × nij)Γij

=
∑
j∈Ii

1

αij
(hℓ−1

ij , eℓi · nij)Γij
+

∑
j∈Ii

1

βij
(ζℓ−1

ij , eℓi × nij)Γij
.

(6.6)440

441

On the boundary Γij , j ∈ Ii, replacing (6.5) into (6.6), one gets442

⟨∂teℓi , eℓi⟩V ′
i ,Vi

+ ν(∇eℓi ,∇eℓi)Ωi
+

1

4

∑
j∈Ii

1

αij
(hℓ−1

ij − hℓ
ji, h

ℓ−1
ij − hℓ

ji)Γij
443

+
1

4

∑
j∈Ii

1

βij
(ζℓ−1

ij − ζℓji, ζ
ℓ−1
ij − ζℓji)Γij444

=
1

2

∑
j∈Ii

1

αij
(hℓ−1

ij , hℓ−1
ij − hℓ

ji)Γij +
1

2

∑
j∈Ii

1

βij
(ζℓ−1

ij , ζℓ−1
ij − ζℓji)Γij ,445

446

or equivalently447

⟨∂teℓi , eℓi⟩V ′
i ,Vi

+ ν∥∇eℓi∥2Ωi
+

1

4

∑
j∈Ii

1

αij
∥hℓ

ji∥2Γij
+

1

4

∑
j∈Ii

1

βij
∥ζℓji∥2Γij

=
1

4

∑
j∈Ii

1

αij
∥hℓ−1

ij ∥2Γij
+

1

4

∑
j∈Ii

1

βij
∥ζℓ−1

ij ∥2Γij
,

(6.7)448

449

(recall that notation || · ||D corresponds to the L2(D)-norm for any set D).450

Adapting (3.6) to Ωi, integrating (6.7) on (0, T ), and using that eℓi(0) = 0, we get451

∥eℓi(T )∥2Ωi
+ 2ν

∫ T

0

∥∇eℓi∥2Ωi
+

∑
j∈Ii

1

2αij

∫ T

0

∥hℓ
ji∥2Γij

+
∑
j∈Ii

1

2βij

∫ T

0

∥ζℓji∥2Γij

=
∑
j∈Ii

1

2αij

∫ T

0

∥hℓ−1
ij ∥2Γij

+
∑
j∈Ii

∫ T

0

1

2βij
∥ζℓ−1

ij ∥2Γij
.

(6.8)452

453

Then, summing with respect to i, from 1 to M , we get454

M∑
i=1

∥eℓi(., T )∥2Ωi
+ 2ν

M∑
i=1

∫ T

0

∥∇eℓi∥2Ωi
+ Eℓ

R = Eℓ−1
R ,455

456

where Eℓ
R =

∑M
i=1

∑
j∈Ii

1
2βij

∫ T

0
∥ζℓij∥2Γij

+
∑M

i=1

∑
j∈Ii

1
2αij

∫ T

0
∥hℓ

ij∥2Γij
.457

Summing now with respect to ℓ, from 1 to L, we obtain458

L∑
ℓ=1

M∑
i=1

∥eℓi(., T )∥2Ωi
+ 2ν

L∑
ℓ=1

M∑
i=1

∫ T

0

∥∇eℓi∥2Ωi
(t)dt+ EL

R = E0
R.459

460
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As EL
R ≥ 0 for all L, the sums

∑L
ℓ=1

∑M
i=1 ∥eℓi(., T )∥2Ωi

and
∑L

ℓ=1

∑M
i=1

∫ T

0
∥∇eℓi∥2Ωi

461

are bounded; hence ∥eℓi(T )∥2Ωi
and

∫ T

0
∥∇eℓi∥2Ωi

(t)dt tend to 0 when ℓ → ∞.462

In addition, in (6.8), we can integrate on (0, t) instead of (0, T ), and we get for all463

t ∈ (0, T )464

L∑
ℓ=1

M∑
i=1

∥eℓi(t)∥2Ωi
≤ E0

R.465

466

This first leads to the convergence of ∥eℓi(t)∥Ωi
to 0 for all t and thus to the convergence467

of eℓi to 0 in C0([0, T ], Hi), but also to the fact that, integrating on (0, T ), it holds468

that469

L∑
ℓ=1

M∑
i=1

∫ T

0

∥eℓi(t)∥2Ωi
dt ≤ TE0

R.470

471

This implies that
∫ T

0
∥eℓi(t)∥2Ωi

dt tends to 0 when ℓ → +∞. Then, summing with472 ∫ T

0
∥∇eℓi∥2Ωi

(t)dt that also tends to 0, we have that
∫ T

0
∥eℓi(t)∥2[H1(Ωi)]2

dt tends to 0,473

or, in other words, that eℓi tends to 0 in L2((0, T ), Vi), for i ∈ J1,MK.474

Now, we prove a convergence result for the pressure. We set P (t) =
∫ t

0
p(s)ds and475

Pi = P |Ωi
and denote the error by Dℓ

i (t) = (P ℓ
i − Pi)(t), i ∈ J1,MK. Then we can476

state the following result.477

Corollary 6.3. Let all hypotheses of Theorem 6.2 be satisfied. Then for all478

t ∈ [0, T ] it holds that ∥Dℓ
i (t)−

1

|Ωi|
∫
Ωi

Dℓ
i (t)∥Ωi

→ 0 when ℓ → ∞.479

Proof. Let i ∈ J1,MK. As (ui, pi) is the strong solution of the Robin problem480

with boundary conditions gij , ξij , j ∈ Ii, then Pi verifies a variational formulation481

similar to (4.6) : ∀ v ∈ Xi it holds482

(ui(t),v)Ωi
−(u0,i,v)Ωi

+

∫ t

0

ai(ui(s),v)ds−(Pi(t),∇·v)Ωi
−
∫ t

0

ci(s,v)ds = 0 (6.9)483

Then, from (4.6) and (6.9), taking the test function v ∈
[
H1

0 (Ωi)
]2 ⊂ Xi, the bound-484

ary terms in cℓi(s,v) and ci(s,v) vanish and then cℓi(s,v)−ci(s,v) also vanishes. Then485

we get486

(Dℓ
i (t),∇ · v)Ωi

=
(
eℓi(t),v

)
Ωi

+

∫ t

0

ai(e
ℓ
i(s),v)ds ,∀v ∈

[
H1

0 (Ωi)
]2

.487
488

As (c,∇ · v)Ωi = 0 for all constants c and v ∈
[
H1

0 (Ωi)
]2
, the above formulation489

implies that ∀v ∈
[
H1

0 (Ωi)
]2

490

(Dℓ
i (t)−

1

|Ωi|

∫
Ωi

Dℓ
i (t),∇ · v)Ωi =

(
eℓi(t),v

)
Ωi

+

∫ t

0

ai(e
ℓ
i(s),v)ds.491

492

Since (Dℓ
i −

1

|Ωi|
∫
Ωi

Dℓ
i ) ∈ L2

0(Ωi) =
{
p ∈ L2(Ωi),

∫
Ωi

p = 0
}
, i ∈ J1,MK, from the493

inf-sup condition there exists γ3 s.t.494

∥Dℓ
i −

1

|Ωi|

∫
Ωi

Dℓ
i∥Ωi ≤

1

γ3
sup

v∈[H1
0 (Ωi)]

2

|
(
eℓi(t),v

)
Ωi

+
∫ t

0
ai(e

ℓ
i(s),v)ds|

∥v∥[H1
0 (Ωi)]

2

.495

496
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We apply again the continuity of ai(., .)497

|
∫ t

0

ai(e
ℓ
i(s),v)ds| ≤ Mi

∫ t

0

∥eℓi(s)∥Xi∥v∥Xids ≤ Mi∥v∥[H1
0 (Ωi)]

2

√
T∥eℓi∥L2((0,T ),Xi)498

499

as well as the Cauchy-Schwarz and Poincaré inequalities on
(
eℓi(t),v

)
Ωi
, we get500

∥Dℓ
i −

1

|Ωi|

∫
Ωi

Dℓ
i∥Ωi

≤ 1

γ3

[
CPi

∥eℓi(t)∥Ωi
+Mi

√
T∥eℓi∥L2((0,T ),Xi)

]
501

502

with CPi the Poincaré constant of Ωi. From the convergence of the velocity, we get503

the corollary.504

Remark 6.4. Corollary 6.3 tells us that, when ℓ grows, the (time primitive of505

the) pressure converges to 0, up to constant values in space, possibly depending on506

the subdomain Ωi and iteration count ℓ. And, indeed, numerical results given in507

Section 10 show that pressure iterates do not converge to the monodomain solution,508

unless a correction is applied, which is the object of the next Section.509

7. Recovering the pressure. Let us introduce the notation ⟨p⟩O = 1
|O|

∫
O p dx for510

the mean value of a function on a domain O (whatever the space dimension of O).511

We set dℓi := pi − pℓi , i ∈ J1,MK, and recall that hℓ
ij is defined in (6.3).512

Hypothesis 7.1. In this section, we suppose that, for a.e t ∈ (0, T )513

• ∥dℓi − ⟨dℓi⟩Ωi
∥Ωi

−→ 0 for all i when ℓ −→ +∞514

• (⟨dℓi⟩Γij
− ⟨dℓi⟩Ωi

) tends to 0 for all j ∈ Ii, for all i, when ℓ −→ +∞515

•
(
⟨hℓ

ij⟩Γij
+ αij⟨dℓi⟩Γij

)
−→ 0 for all j ∈ Ii, for all i, when ℓ −→ +∞516

Remark 7.2. The above hypothesis can be implied from stronger assumptions on517

the regularity and convergence of the velocity. Indeed, suppose that (eℓi , d
ℓ
i) is the518

strong solution of the following Robin problem519

∂te
ℓ
i − ν∆eℓi +∇dℓi = 0 in Ωi × (0, T )

∇·eℓi = 0 in Ωi × (0, T )
eℓi(., t = 0) = 0 in Ωi

eℓi = 0 on (∂Ω ∩ ∂Ωi)× (0, T )
αij(ν∂nij

eℓi · nij − dℓi) + eℓi · nij = hℓ
ij on Γij × (0, T )

βijν∂nij
eℓi × n+ eℓi × nij = ζℓij on Γij × (0, T )

520

521

with the following convergence522

∥eℓi∥L∞((0,T ),[H2(Ωi)]
2) −→ 0, ∥∂teℓi∥L∞((0,T ),[L2(Ωi)]

2) −→ 0.523
524

From this, we get, for a.e. t ∈ (0, T ), ∥∇dℓi(t)∥Ωi
−→ 0, which implies the first and525

second items in Hypothesis 7.1. This also implies the convergence of trace of the526

velocity: for a.e. t ∈ (0, T ), we have ∥αijν∂nij
eℓi(t) · nij + eℓi(t) · nij∥Γij

−→ 0 that527

leads to the third item in Hypothesis 7.1.528

One can rewrite the three items in Hypothesis 7.1 on the error as follows :529

when ℓ −→ +∞, ∀i ∈ J1,MK,530

∥(pℓi − pi)− (⟨pℓi⟩Ωi − ⟨pi⟩Ωi)∥Ωi −→ 0, (7.1)531

(⟨pℓi − pi⟩Γij )− (⟨pℓi − pi⟩Ωi) −→ 0, ∀j ∈ Ii, (7.2)532 [
⟨gℓij⟩Γij − ⟨gij⟩Γij

]
+ αij⟨pℓi − pi⟩Γij −→ 0, ∀j ∈ Ii. (7.3)533534
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Expression (7.1) shows that pℓi(t) will tend to pi(t) if and only if the mean-value of pℓi(t)535

on Ωi tends to the mean value of pi(t). However, no constraint was imposed on the536

mean-value of pℓi(t) in the algorithm, since, thanks to the Robin boundary conditions,537

such constraint is not necessary to obtain local well-posed problems at each iteration.538

In Section 5, we observed cases in which pℓi does not converge to the monodomain539

solution pi. In this section, we build a modified pressure p̃ℓi such that p̃ℓi(t) tends540

to pi(t) in L2(Ωi), i = 1, . . . ,M .541

Let us denote Xi(t) := ⟨pi(t)⟩Ωi
, ∀i ∈ J1,MK. Then, using this notation, (7.1) reads542

∥
(
pℓi(t)− ⟨pℓi(t)⟩Ωi

+Xi(t)
)
− pi(t)∥L2(Ωi) −→ 0 when ℓ → ∞. (7.4)543544

From (7.4), we see that
(
pℓi(t) − ⟨pℓi(t)⟩Ωi

+ Xi(t)
)
is the right approximation to545

calculate at each iteration since it tends to pi(t). However, we do not know how to546

calculate it because Xi is not known. A similar question was raised in the thesis of547

Lissoni [33, Theorem IV.3.9] at the discrete level, within a Schwarz algorithm applied548

at each time step of a time marching scheme for the numerical approximation of the549

incompressible Navier-Stokes equations.550

We introduce below a new quantity Y ℓ
i (t), fully computable at any given iteration ℓ,551

that tends to Xi(t) when ℓ tends to infinity, from which we will define the modified552

pressure p̃ℓi .553

To ease the presentation, we shall set |Γij | = 0, αij = 0 and gℓij = 0 if j ̸∈ Ii.554

Moreover, we introduce the constant matrix555

A = (aij)1≤i,j≤M , with aii =

M∑
j=1,j ̸=i

|Γij |αij , and aij = −|Γji|αji if j ̸= i556

557

together with the constant vector C = (|Ω1|, |Ω2|, . . . , |ΩM |) and the sequence of558

vectors (Bℓ)ℓ, with Bℓ = (Bℓ
1, B

ℓ
2, . . . , B

ℓ
M )t defined as559

Bℓ
i =

M∑
j=1

|Γij |
[
⟨gℓij⟩Γij + αij⟨pℓi⟩Ωi

]
−

M∑
j=1

|Γji|
[
⟨gℓji⟩Γji + αji⟨pℓj⟩Ωj

]
.560

561

562

Theorem 7.3. Assume that αij = αji, ∀(i, j). We have the following properties563

(i) For all ℓ, the following system564

AY ℓ = Bℓ,

CY ℓ = 0,
(7.5)565

566

has a unique solution Y ℓ ∈ RM .567

(ii) Moreover, we have Y ℓ → X := (X1, X2, · · · , XM ) in RM , and for all t568

∥p̃ℓi − pi∥L2(Ωi) −→ 0, when ℓ → ∞, with p̃ℓi(t) := pℓi(t)− ⟨pℓi(t)⟩Ωi + Y ℓ
i (t).
(7.6)569

Proof of (i). The proof of Theorem 7.3–(i) relies on two main steps:570

(a) Existence of solutions to the system AY ℓ = Bℓ,571

(b) Existence and uniqueness of a solution to system (7.5) thanks to the additional572

constraint CY ℓ = 0.573
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Let us start with (a). Because αij = αji, it holds that A is symmetric and then574

existence of at least one solution to the system AY ℓ = Bℓ is equivalent to proving575

that Bℓ ∈ Im(A) = (Ker(A))⊥. Thus, we start with the determination of Ker(A).576

Let Y = (Y1, Y2, . . . , YM )t ∈ Ker(A). Then, we have
∑M

j=1 aijYj = 0, ∀i ∈ J1,MK.577

As αij = αji, we have aii = −
∑M

j=1,j ̸=i aij , which implies578

0 =

M∑
j=1

aijYjYi =

 M∑
j=1,j ̸=i

aijYjYi

+ aiiY
2
i =

M∑
j=1,j ̸=i

aij(YjYi − Y 2
i ).579

580

Summing the above expression in i, and using that aij = aji, we obtain581

M∑
i=1

M∑
j=1,j ̸=i

aij(YjYi − Y 2
i ) =

∑
i<j

aij(Yi − Yj)
2 = 0.582

583

As aij ≤ 0 for all (i, j) with i ̸= j, and aij < 0 as soon as subdomains i and j are584

neighbours, this implies that Yi = Yj for any pair of neighbouring subdomains i and j.585

Since Ω is connected, this finally implies that all Yi are equal i.e. Ker(A) = span(e)586

with e = (1, 1, . . . , 1, 1). Then, Bℓ ∈ (Ker(A))⊥ is equivalent to Bℓ ·e =
∑M

i=1 B
ℓ
i = 0.587

This is proved in the following way:588

M∑
i=1

Bℓ
i =

M∑
i=1

 M∑
j=1

|Γij |
(
⟨gℓij⟩Γij

+ αij⟨pℓi⟩Ωi

)
−

M∑
j=1

|Γji|
(
⟨gℓji⟩Γji

+ αji⟨pℓj⟩Ωj

) .589

590

Denoting ∆ij := |Γij |
(
⟨gℓij⟩Γij + αij⟨pℓi⟩Ωi

)
, we obtain591

M∑
i=1

Bℓ
i =

M∑
i=1

M∑
j=1

∆ij −
M∑
i=1

M∑
j=1

∆ji = 0.592

593

Let us now turn to (b). From (a), we know that there exists at least a solution594

to AY = B; we let Y ∗ be such a solution. All other solutions may be written as595

Y = Y ∗ + µe, with µ ∈ R. Existence of a solution to (7.5) follows from the fact596

that Ce = |Ω| ≠ 0: Choosing µ = − 1
|Ω|CY ∗ leads to CY = CY ∗ + µCe = 0597

and then Y solves (7.5). As far as uniqueness is concerned, let Y1 and Y2 be two598

solutions of (7.5); since (Y1 − Y2) ∈ Ker(A), then (Y1 − Y2) = τe, with τ ∈ R. Since599

τ |Ω| = τCe = C(Y1 − Y2) = 0 it follows that τ = 0 and Y1 = Y2. This ends the proof600

of Theorem 7.3–(i).601

Proof of Theorem 7.3–(ii). It relies on the two main results:602

(c) Bℓ → AX in RM ,603

(d) CX = 0.604

Let us prove (c): from the divergence-free property of ui, we have605

0 =

∫
Ωi

∇·ui =

∫
∂Ωi

ui · n∂Ωi
=

∑
j∈Ii

∫
Γij

ui · nij . (7.7)606

Moreover, from the definition of gij in (6.1a) and the physical transmission condi-607

tions (2.4), we have608

|Γij |⟨gij⟩Γij − |Γji|⟨gji⟩Γji =

∫
Γij

(gij − gji) = 2

∫
Γij

ui · nij . (7.8)609
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18 D.-Q. BUI, C. JAPHET, AND P. OMNES

Hence, from (7.7) and (7.8) we get610 ∑
j∈Ii

|Γij |⟨gij⟩Γij
=

∑
j∈Ii

|Γji|⟨gji⟩Γji
. (7.9)611

612

Expression (7.3) is equivalent to613

⟨gℓij⟩Γij + αij⟨pℓi − pi⟩Γij
−→ ⟨gij⟩Γij

. (7.10)614

From (7.2), we may replace ⟨pℓi −pi⟩Γij
by ⟨pℓi −pi⟩Ωi

in (7.10), then multiply by |Γij |615

and sum over j ∈ Ii for a given i to obtain616 ∑
j∈Ii

|Γij |
[
⟨gℓij⟩Γij

+ αij⟨pℓi − pi⟩Ωi

]
−→

∑
j∈Ii

|Γij |⟨gij⟩Γij
. (7.11)617

618

In exactly the same way, we also obtain619 ∑
j∈Ii

|Γji|
[
⟨gℓji⟩Γji

+ αji⟨pℓj − pj⟩Ωj

]
−→

∑
j∈Ii

|Γji|⟨gji⟩Γji
. (7.12)620

621

Using (7.11), (7.12) and (7.9), we obtain622 ∑
j∈Ii

|Γij |
[
⟨gℓij⟩Γij

+ αij⟨pℓi⟩Ωi
− αij⟨pi⟩Ωi

]
623

−
∑
j∈Ii

|Γji|
[
⟨gℓji⟩Γji + αji⟨pℓj⟩Ωj − αji⟨pj⟩Ωj

]
−→ 0,624

625

or equivalently626 ∑
j∈Ii

|Γij |
[
⟨gℓij⟩Γij + αij⟨pℓi⟩Ωi

]
−

∑
j∈Ii

|Γji|
[
⟨gℓji⟩Γji + αji⟨pℓj⟩Ωj

]
627

−→
∑
j∈Ii

|Γij |αij⟨pi⟩Ωi
−

∑
j∈Ii

|Γji|αji⟨pj⟩Ωj
.628

629

This is exactly Bℓ −→ AX.630

Let us now prove (d): We have631 ∫
Ω

pi =

M∑
i=1

∫
Ωi

pi =

M∑
i=1

|Ωi|⟨pi⟩Ωi = 0,632

633

i.e. CX = 0.634

635

We now prove Theorem 7.3–(ii): From the solution Y ℓ of (7.5) given by Theo-636

rem 7.3–(i), and from (c) and (d), we have A(Y ℓ − X) −→ 0 and C(Y ℓ − X) = 0.637

Uniqueness of a solution to AZ = B and CZ = 0 as soon as B is in Im(A) and finite638

dimension now imply that (Y ℓ − X) −→ 0 when ℓ → ∞. Then, from (7.4), with a639

triangle inequality, we get (7.6).640

Remark 7.4. In the general case of M subdomains, the calculation of p̃ℓi is done641

only once, at the last OSWR iteration. It involves solving the coarse problem (7.5)642

when M > 2, and is given by an explicit formula when M = 2 (see Corollary 7.6),643

thus the cost of calculating the modified pressure is negligible.644
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Remark 7.5. Recovering the correct pressure could also be performed from the
fact that ∇(pℓi − pi) tends to zero when ℓ → ∞. Indeed, for a given Ωi, choosing first
an arbitrary point xi ∈ Ωi, then one may write

pi(x) = pi(xi) + (x− xi) ·
∫ 1

0

∇pi (xi + t(x− xi)) dt , ∀x ∈ Ωi.

Then, one could replace ∇pi by ∇pℓi to obtain approximate values of the pressure at645

each point x. However, this formula holds on a given subdomain Ωi. In order to relate646

values of the pressures in Ωi to those in a neighboring subdomain Ωj through this647

kind of formula, one needs to choose a point on the boundary Γij that will serve as648

the point xj in the subdomain Ωj , and so on. At the discrete level, there are several649

drawbacks to that: this requires further communications between subdomains, the650

pressure gradient at the boundaries may not be easy to define (e.g. when the pressure651

is defined as a piecewise constant field like in the Crouzeix-Raviart finite element),652

and finally there are many ways to go from one cell to another in the mesh, and, due653

to round-off errors, this may lead to different evaluations of the pressure at a given654

cell in particular in very large scale computations.655

In the two-subdomain case, we use the same notation as in Section 5. Then the656

calculation of p̃ℓi can be done by the following explicit formula.657

Corollary 7.6. Let M = 2, α = α1 = α2, and define, for i = 1, 2 and j = 3− i,658

p̃ℓi = pℓi +
|Ωj |
|Ω|

[
1

α
(⟨gℓi ⟩Γ − ⟨gℓj⟩Γ)

]
− |Ωi|

|Ω|
⟨pℓi⟩Ωi

− |Ωj |
|Ω|

⟨pℓj⟩Ωj
.659

Then p̃ℓi tends to pi when ℓ tends to infinity, for i = 1, 2.660

Proof. For M = 2 we have661

Bℓ
1 = −Bℓ

2 = |Γ|
[
⟨gℓ1⟩Γ + α⟨p1⟩Ω1

]
− |Γ|

[
⟨gℓ2⟩Γ + α⟨p2⟩Ω2

]
,662

A =

[
α|Γ| −α|Γ|
−α|Γ| α|Γ|

]
,663

C = [|Ω1| |Ω2|].664665

System (7.5) for M = 2 has a unique solution given by666

Y ℓ
1 =

|Ω2|
|Ω|

[
1

α
(⟨gℓ1⟩Γ − ⟨gℓ2⟩Γ) + (⟨pℓ1⟩Ω1

− ⟨pℓ2⟩Ω2
)

]
,667

Y ℓ
2 =

|Ω1|
|Ω|

[
1

α
(⟨gℓ2⟩Γ − ⟨gℓ1⟩Γ) + (⟨pℓ2⟩Ω2 − ⟨pℓ1⟩Ω1)

]
.668

669

From theorem 7.3, we have670

pℓ1 − ⟨pℓ1⟩Ω1
+ Y ℓ

1 = pℓ1 +
|Ω2|
|Ω|

[
1

α
(⟨gℓ1⟩Γ − ⟨gℓ2⟩Γ)

]
− |Ω1|

|Ω|
⟨pℓ1⟩Ω1

− |Ω2|
|Ω|

⟨pℓ2⟩Ω2
→ p1671

pℓ2 − ⟨pℓ2⟩Ω2 + Y ℓ
2 = pℓ2 +

|Ω1|
|Ω|

[
1

α
(⟨gℓ2⟩Γ − ⟨gℓ1⟩Γ)

]
− |Ω1|

|Ω|
⟨pℓ1⟩Ω1 −

|Ω2|
|Ω|

⟨pℓ2⟩Ω2 → p2672
673
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8. Convergence factor via Fourier transform. The aim of this section is to find a674

way to conveniently choose the parameters (α, β) that play an important role in the675

actual rate of convergence in numerical experiments.676

Let Ω = R2. We consider two subdomains Ω1 = (−∞, 0)×R and Ω2 = (0,+∞)×R,677

as commonly done for the analysis of OSWR methods. To simplify notation, we set678

Γ := Γ12 = Γ21 = {x = 0} × R, and denote α12 and α21 by α1 and α2, respectively.679

We denote u = (u, v) the two components of the velocity and set f = (fx, fy). Recall680

here the Stokes problem681

∂tu− ν∆u+ ∂xp = fx
, in Ω× (0, T )∂tv − ν∆v + ∂yp = fy

∂xu+ ∂yv = 0
u(., t = 0) = u0 , in Ω
v(., t = 0) = v0

u, v → 0 , when |(x, y)| → +∞.

682

683

We write the algorithm for the errors using the same notation (u, v, p), which means684

that, by linearity, we set fx = fy = 0 and u0 = v0 = 0. To avoid additional notation685

for the Robin terms, we write the OSWR algorithm as follows: starting with u0
i , v

0
i , p

0
i ,686

at step ℓ ≥ 1 and provided uℓ−1
i , vℓ−1

i , pℓ−1
i we solve687

∂tu
ℓ
i − ν∆uℓ

i + ∂xp
ℓ
i = 0

, in Ωi × (0, T )∂tv
ℓ
i − ν∆vℓi + ∂yp

ℓ
i = 0

∂xu
ℓ
i + ∂yv

ℓ
i = 0

uℓ
i(., t = 0) = 0

, in Ωivℓi (., t = 0) = 0
uℓ
i , v

ℓ
i → 0 when |(x, y)| → +∞

688

689

together with transmission condition on Γ× (0, T ), for i = 1, 2 and j = 3− i :690

αi(ν∂xu
ℓ
i − pℓi) + (−1)i+1uℓ

i = αi(ν∂xu
ℓ−1
j − pℓ−1

j ) + (−1)i+1uℓ−1
j691

νβi∂xv
ℓ
i + (−1)i+1vℓi = νβi∂xv

ℓ−1
j + (−1)i+1vℓ−1

j692
693

Let us consider the system in Ω1, and let ℓ ≥ 1. Taking the Fourier transform in time694

and in y-direction with time frequency ω and space frequency k ̸= 0, and, for the sake695

of simplicity, keeping notation u, v instead of û, v̂, we get696

iωuℓ
1 − ν∂xxu

ℓ
1 + νk2uℓ

1 + ∂xp
ℓ
1 =0, (8.1a)697

iωvℓ1 − ν∂xxv
ℓ
1 + νk2vℓ1 + ikpℓ1 =0, (8.1b)698

∂xu
ℓ
1 + ikvℓ1 =0. (8.1c)699700

By differentiating equation (8.1b) with respect to x, multiplying (8.1a) by (−ik), and701

summing the resulting equations, and denoting wℓ
1 := ∂xv

ℓ
1 − ikuℓ

1 the vorticity, we702

get the vorticity equation703

iωwℓ
1 − ν∂xxw

ℓ
1 + νk2wℓ

1 = 0. (8.2)704705

Denote by λ =

√
k2 +

iω

ν
with positive real part. As w1 vanishes at −∞, one gets706

wℓ
1 = Eℓ exp(λx) (8.3)707708
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Using the definition of w1 and differentiating (8.1c), we get, for u1709

∂xxu
ℓ
1 − k2uℓ

1 = −ikwℓ
1. (8.4)710711

The homogeneous equation associated to (8.4) has characteristic roots ±|k|. As u1712

and v1 vanish at −∞, we only retain the root |k|. Given the form (8.3) of the right-713

hand side of (8.4), its solution can be written under the form714

uℓ
1 = Aℓ exp(|k|x) +Bℓ exp(λx),715716

with Aℓ, Bℓ ∈ C. Then, using (8.1c) and (8.1b), we get717

vℓ1 = Aℓ i|k|
k

exp(|k|x) +Bℓ iλ

k
exp(λx),718

pℓ1 = −Aℓ iω

|k|
exp(|k|x).719

720

Similarly, for domain Ω2, there exist Cℓ, Dℓ ∈ C such that721

uℓ
2 = Cℓ exp(−|k|x) +Dℓ exp(−λx)722

vℓ2 = −Cℓ i|k|
k

exp(−|k|x)−Dℓ iλ

k
exp(−λx)723

pℓ2 = Cℓ iω

|k|
exp(−|k|x)724

725

Replacing the above expressions in the transmission conditions, we obtain726

α1(ν|k|Aℓ + νλBℓ +
iω

|k|
Aℓ) +Aℓ +Bℓ =727

α1(−ν|k|Cℓ−1 − νλDℓ−1 − iω

|k|
Cℓ−1) + Cℓ−1 +Dℓ−1,728

νβ1(ikA
ℓ +

iλ2

k
Bℓ) +

i|k|
k

Aℓ +
iλ

k
Bℓ =729

νβ1(ikC
ℓ−1 +

iλ2

k
Dℓ−1)− i|k|

k
Cℓ − iλ

k
Dℓ−1

730
731

and732

α2(−ν|k|Cℓ − νλDℓ − iω

|k|
Cℓ)− Cℓ −Dℓ =733

α2(ν|k|Aℓ−1 + νλBℓ−1 +
iω

|k|
Aℓ−1)−Aℓ−1 −Bℓ−1,734

νβ2(ikC
ℓ +

iλ2

k
Dℓ) +

i|k|
k

Cℓ +
iλ

k
Dℓ =735

νβ2(ikA
ℓ−1 +

iλ2

k
Bℓ−1)− i|k|

k
Aℓ − iλ

k
Bℓ−1.736

737

These transmission conditions can be written in matrix form as follows :738

M(α1, β1)

(
Aℓ

Bℓ

)
= N (α1, β1)

(
Cℓ−1

Dℓ−1

)
and M(α2, β2)

(
Cℓ

Dℓ

)
= N (α2, β2)

(
Aℓ−1

Bℓ−1

)
739
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where740

M(α, β) :=

1 + ναλ2

|k|
1 + ανλ

νβk +
|k|
k

νβλ2

k
+

λ

k

 , N (α, β) :=

1− ναλ2

|k|
1− ανλ

νβk − |k|
k

νβλ2

k
− λ

k

 .

(8.5)741

This leads to the following recurrent formulation742 (
Aℓ

Bℓ

)
= R(α1, α2, β1, β2)

(
Aℓ−2

Bℓ−2

)
, ∀ℓ ≥ 2, (8.6)743

where744

R(α1, α2, β1, β2) = M−1(α1, β1)N (α1, β1)M−1(α2, β2)N (α2, β2). (8.7)745

In view of (8.6), the convergence properties of the OSWR algorithm, and in particular746

its rate, will depend on the spectral radius of the matrix R defined in (8.7).747

Remark 8.1. If one sets α̃ := να and β̃ := νβ, as well as ω̃ := ω
ν , then matrices M748

and N (defined in (8.5)), depend only on α̃, β̃, on ω̃ and on k. Thus, when ν varies,749

the convergence rate remains unchanged if α̃ and β̃ are kept constant and if the range750

in which ω̃ is considered does not change. As will be seen in Section 9, this is the751

case if ν∆t and νT are kept unchanged. This observation coincides with the fact752

that the non-dimensional form of the Stokes equation is not modified when νT is kept753

constant.754

Remark 8.2. When k tends to 0, the spectral radius of the matrix R tends to 1.755

This is coherent with what was observed in Section 5 and in Remarks 4.3 and 6.4,756

which led us to the pressure correction described in Section 7.757

Remark 8.3. When k and ω tend to +∞, the spectral radius of the matrix R758

tends to 1. This implies that analysing the iteration matrix does not help to prove759

the general convergence (for all frequencies) of the algorithm, and one always needs760

the energy estimate technique of Section 6 (for another example, see [10]).761

Remark 8.4. In practical experiments, all equations are discretized in space and762

time. As far as space discretization is concerned, the solution of the discrete version763

of (8.2) remains close to (8.3) if the space discretization parameter is small enough764

with respect to
√

ν
ω ; since ω is in practice bounded by π

∆t , we expect that the above765

Fourier analysis may remain close to practical experiments if the term
√
ν∆t is large766

enough compared to the space discretization parameter. This has indeed recently767

been observed for the heat equation in [2]. As far as time discretization is concerned,768

the inclusion of its effect in the convergence analysis of OSWR methods is a current769

topic of research, and is for example addressed in [15] where a Z− transform is used770

and in [2], where a discrete-time analysis of the OSWR method is proposed. This771

issue is also addressed in Section 9.2.772

9. Optimized Robin parameters. One can choose α1, α2, β1, β2 to minimize the773

convergence factor of the continuous OSWR algorithm, defined in the above section.774

Such parameters are called continuous optimized parameters. However, for the in-775

compressible Stokes problem, we will see in the numerical experiments of Section 10776

that better results can be obtained by minimizing the discrete-time counterpart of777

this convergence factor. The corresponding parameters are then called discrete-time778

optimized parameters. Both of these optimization procedures are described below.779
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9.1. Continuous optimized parameters. From Section 8, the convergence factor is
ϱ(R(α1, α2, β1, β2, k, ω)), where R is defined in (8.7), and ϱ(R) denotes the spectral
radius of R. While we have max

(k,ω)∈R2
ϱ(R(α1, α2, β1, β2, k, ω)) = 1, we can use this

convergence factor to calculate Robin parameters for numerical computations, for
which the frequencies k and ω are bounded (by frequencies relevant to the global
space-time domain and the ones supported by the numerical grid). Thus, we set

ρ̃c(α1, α2, β1, β2) := max
π
L≤k≤ π

hΓ
, π
T ≤ω≤ π

∆t

ϱ
(
R(α1, α2, β1, β2, k, ω)

)
,

where L is a characteristic size of the computational domain and hΓ is a measure of780

the mesh step size on the interface (typically the mean-value of the segment lengths).781

Let us consider the one-sided Robin case α := α1 = α2 = β1 = β2, and set782

ρc(α) := ρ̃c(α, α, α, α). Then, the continuous optimized Robin parameter αc is defined783

as a solution of the following minimization problem :784

ρc(αc) = min
α>0

ρc(α).785

9.2. Discrete-time optimized parameters. One can also consider the semi-discrete786

in time counterpart of the continuous convergence factor to better capture the discrete-787

time frequencies, i.e. replace in the expression ofR the term iω by its discrete counter-788

part using the implicit Euler scheme, that is we replace iω by 1−e−iω∆t

∆t . Equivalently,789

we replace in the expression of R (in (8.7)) the term ω by ω := −i
(

1−e−iω∆t

∆t

)
, and790

set R∆t(α1, α2, β1, β2, k, ω) := R(α1, α2, β1, β2, k, ω).791

Then, as above, we define

ρ̃(α1, α2, β1, β2) := max
π
L≤k≤π

h , π
T ≤ω≤ π

∆t

ϱ
(
R∆t(α1, α2, β1, β2, k, ω)

)
.

Let us consider the one-sided Robin case α := α1 = α2 = β1 = β2, and define792

ρ(α) := ρ̃(α, α, α, α). Then, the Discrete-time (DT) optimized Robin parameter α∗ is793

defined as a solution of the following minimization problem :794

ρ(α∗) = min
α>0

ρ(α).795

Remark 9.1. On could also consider optimized Robin-2p parameters (α, β) with796

α := α1 = α2, β := β1 = β2, or 2-sided parameters (γ, δ) with γ := α1 = β1,797

δ := α2 = β2, that optimize the continuous or discrete-time convergence factors as798

done in [9]. Given their additional complexity, these more general cases will not be799

considered here, and are the subject of a subsequent article.800

10. Numerical results. In this section, we present numerical experiments that il-801

lustrate the performances of the OSWR method of Section 4, with Freefem++ [27].802

For the space discretization we use the nonconforming Crouzeix-Raviart Finite Ele-803

ment method in 2D (i.e. piecewise linear elements continuous only at the midpoints804

of the edges of the mesh for the velocity u = (ux, uy), and piecewise constant P0805

elements for the pressure p), and consider the backward Euler method for the time806

discretization.807

In what follows, the term ”monodomain solution” will refer to the fully discrete808

solution obtained on the global mesh without domain decomposition.809

We set Ω =]0, 1[×]0, 1[, T = 1, and consider the Stokes problem (2.1), where the810

value of the diffusion coefficient ν will be specified in each of the examples below.811
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From Remark 9.1, only one-sided Robin parameter α := α1 = α2 = β1 = β2 will812

be considered. In particular, we will use the theoretical optimized values αc and α∗813

defined in Section 9, which are calculated using the function fminsearch of MAT-814

LAB [37]. Random initial Robin data on the space-time interfaces will be used, unless815

specified.816

In Section 10.1 some results are shown on the convergence of the OSWR algorithm,817

without and with modification of the pressure as in Section 7. In Section 10.2 we818

illustrate the influence of the Robin parameter on the convergence of the algorithm,819

and then in Section 10.3 we present results on a more realistic test case.820

10.1. Recovering the pressure: a rotating velocity example. The diffusion coef-821

ficient is ν = 1 and we choose the right-hand side f and the values of the boundary822

and initial conditions so that the exact solution is given by823

u(x, t) = (− cos(πy) sin(πx) cos(2πt), sin(πy) cos(πx) cos(2πt)),824

p(x, t) = cos(t)(x2 − y2), ∀x ∈ Ω, ∀t ∈ (0, T ).825826

On Figure 1 we show the velocity field u (on the left), and the pressure p (on the827

right) at final time t = 1.

Fig. 1. Example 1: rotating velocity field (left), and pressure (right)

828
The domain Ω is decomposed into nine subdomains as in Figure 2, and two meshes829

will be considered (as shown on Figure 2), with mesh sizes h = 0.0625 and h = 0.0312830

respectively. To each mesh, the associated time step is ∆t = h.

Fig. 2. Example 1: mesh 1 (left) and mesh 2 (right)

831
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We choose α1 = α2 = β1 = β2 = α∗, where α∗ is the DT-Optimized Robin832

parameter defined in Section 9.1, whose value here is α∗ ≈ 3.0832× 10−1 for mesh 1833

and α∗ ≈ 2.2719× 10−1 for mesh 2.834

On Figure 3 we show the evolution of the relative errors, of p, ux and uy, in the835

L∞(0, T ;L2(Ω))-norm, between the OSWR and monodomain solutions, as functions836

of the number OSWR iterations, for mesh 1 (left) and mesh 2 (right). The top837

figures are with non-modified pressure, and the bottom figures are with the modified838

pressure p̃ℓi , i = 1, 2, at each iteration ℓ (defined in Section 7). We observe that,839

with the non-modified pressure, the method converges for the velocity but not for the840

pressure, as expected from the observations of Section 5 and Theorem 6.2. On the841

other hand, with the modified pressure, we see that the method now converges both842

for the velocity and the pressure, accordingly to Theorem 7.3.

Fig. 3. Example 1: relative errors (for ux, uy and p) versus iterations with non-modified
pressure (top), and modified pressure (bottom), for mesh 1 (left) and mesh 2 (right)

843

Remark 10.1. Even if we calculate a modified pressure at each iteration, we do844

not use it in the transmission conditions of Algorithm 4.1, thus this does not change845

the velocity convergence, as shown on Figure 3.846

Remark 10.2. Here and in what follows, the pressure is modified at each iteration847

to illustrate the convergence of the multidomain solution to the monodomain one. A848

consequence of Remark 7.4 is that in practice one needs only to modify the pressure849

at the last OSWR iteration, which makes the cost of the modification negligible.850

10.2. Optimized Robin parameters. The domain Ω is decomposed into two sub-851

domains as in Figure 4, and we consider the three uniform meshes of Figure 4, with852
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mesh sizes on the interface and associated time steps equal to hΓ = ∆t = 1/12,853

hΓ = ∆t = 1/24, and hΓ = ∆t = 1/48, respectively. In order to analyze the con-854

vergence behavior of the method, we simulate the error equations (i.e. we take ho-855

mogeneous initial and boundary conditions, and f = 0). Thus, the OSWR solution856

converges to zero.857

Fig. 4. Example 2: mesh 1 (left), mesh 2 (middle), and mesh 3 (right)

10.2.1. Case with a fixed mesh and different values of ν. We consider mesh 2 (i.e.858

hΓ = ∆t = 1/24). In Figure 5, we plot the evolution of the continuous convergence859

factor ρc (on the left) and of the discrete-time convergence factor ρ (on the right),860

as functions of the Robin parameter α, for different values of ν: ν = 1 (solid line),861

ν = 0.5 (dashed line), ν = 0.1 (dash-dotted line), ν = 0.05 (dotted line). The862

theoretical optimized values αc (blue circle) and α∗ (red star), are also shown. We863

observe that both αc and α∗ increase when ν decreases. However, the values of αc864

and α∗ are very different, and when ν decreases, α∗ increases faster than αc, with an865

associated ρ(α∗) that increases slower than ρc(αc).

Fig. 5. Example 2: continuous (left) and discrete-time (right) convergence factors versus α,
with αc (blue circle) and α∗ (red star), with hΓ = ∆t = 1/24; for ν = 1 (solid line), ν = 0.5 (dashed
line), ν = 0.1 (dash-dotted line), ν = 0.05 (dotted line)

866
In Figure 6, we plot the evolution of the relative errors, of p, ux and uy, in867

the L∞(0, T ;L2(Ω))-norm, in logarithmic scale, after twenty OSWR iterations, as868

functions of the Robin parameter α. We also show the values of the errors obtained869

with optimized parameter α = αc (blue circle) and DT-optimized parameter α = α∗870
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(red star). The figures correspond to ν = 1 (top left), ν = 0.5 (top right), ν = 0.1871

(bottom left), ν = 0.05 (bottom right). We see that α∗ is close to the numerical Robin872

value giving the smallest error after the same number of iterations, while αc gives a873

larger error.

Fig. 6. Example 2: Relative errors after 20 iterations (for ux, uy and p) versus α, with their
values at αc (blue circles) and at α∗ (red stars), with hΓ = ∆t = 1/24; for ν = 1 (top left), ν = 0.5
(top right), ν = 0.1 (bottom left), ν = 0.05 (bottom right)

874

10.2.2. Case with ν fixed and different space-time meshes. Let us take ν = 0.1.875

In Figure 7, we plot the evolution of the continuous (left) and discrete-time (right)876

convergence factors, versus α, for different space-time meshes with hΓ = ∆t = 1/12877

(solid line), hΓ = ∆t = 1/24 (dashed line), and hΓ = ∆t = 1/48 (dash-dotted line).878

The theoretical optimized values αc (blue circle) and α∗ (red star) are also shown. We879

observe that both αc and α∗ decrease when the space-time mesh is refined. However,880

the values of αc and α∗ are again very different.881

In Figure 8, we plot the relative errors, of p, ux and uy, in the L∞(0, T ;L2(Ω))-882

norm, after twenty OSWR iterations, versus Robin parameter α, for mesh 1 (top883

left), mesh 2 (top right), and mesh 3 (bottom). We also show the values of the errors884

obtained with α = αc (blue circle) and α = α∗ (red star). We observe that α∗ is885

close to the numerial Robin value giving the smallest error after the same number of886

iterations, while αc gives a larger error, for all space-time meshes considered.887

10.3. A more realistic test case. In this example we take ν = 1
Re with Re = 200,888

and T = 5. The mesh is given on Figure 9, with 22232 mesh elements. The domain is889

decomposed into two subdomains, with the interface at y = −0.9, see Figure 9, where890
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Fig. 7. Example 2: continuous (left) and discrete-time (right) convergence factors versus α,
with αc (blue circle) and α∗ (red star), with ν = 0.1; for hΓ = ∆t = 1/12 (solid line), hΓ = ∆t =
1/24 (dashed line), hΓ = ∆t = 1/48 (dash-dotted line)

Fig. 8. Example 2: Relative errors after 20 iterations (for ux, uy and p) versus α, with their
values at αc (blue circles) and at α∗ (red stars), with ν = 0.1; for hΓ = ∆t = 1/12 (top left),
hΓ = ∆t = 1/24 (top right), hΓ = ∆t = 1/48 (bottom)

domain 1 corresponds to the green and yellow parts, and domain 2 to the black part.891

The time step is ∆t = 0.05.892

We set Ωf = [−2.625, 1.625]× [−0.9,−0.6], represented by the yellow part of the893

mesh on Figure 9, and which corresponds to the location where the source term f in894

the Stokes equations does not vanish. Two different values for this source term will895
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be used in the numerical tests that follow.896

Fig. 9. Example 3: mesh and domain decomposition

In Figure 10, we plot the evolution of the continuous convergence factor ρc (left)897

and discrete-time convergence factor ρ (right), as functions of the Robin parameter α.898

The theoretical optimized values αc (blue circle) and α∗ (red star) are also shown,899

and their numerical values are αc ≈ 3.2283× 10−2 and α∗ ≈ 6.6063× 10−1, and differ900

from about a factor 20.901

Fig. 10. Example 3: continuous (left) and discrete-time (right) convergence factors versus α,
with corresponding theoretical optimized values αc (blue circle) and α∗ (red star)

In this example we consider two different source terms in Ωf × (0, T ): a constant902

one: f = −2, and then a variable in time one: f = −2 (sin(πt) + cos(4πt)).903

In Figures 11 and 12, we plot the pressure p and the velocity field (ux, uy) re-904

spectively, at times t = 1 and t = T = 5 (with a fixed color bar for p), for the case f905

constant. We observe that the stationary state is not reached yet.906

In Figure 13, we show the evolution of the relative errors, between the OSWR and907

monodomain solutions, of ux, uy, and p, in the L∞(0, T ;L2(Ω))-norm, as functions908

of OSWR iterations, for α = αc (cyan, green and blue curves) and α = α∗ (magenta,909

red, and black curves), with zero initial Robin data, with f constant (left), and f910

variable (right). For α = α∗, the curves of ux and p are quite close, with a faster911

convergence for uy. For α = αc, the curves of ux and uy have almost the same speed of912

convergence, with a slower (resp. faster) convergence for p for the first iterations, for f913

constant (resp. variable). Moreover, the convergence is much slower with α = αc than914
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IsoValue
-1.6
-1.435
-1.27
-1.105
-0.94
-0.775
-0.61
-0.445
-0.28
-0.115
0.05
0.215
0.38
0.545
0.71
0.875
1.04
1.205
1.37
1.535

IsoValue
-1.6
-1.435
-1.27
-1.105
-0.94
-0.775
-0.61
-0.445
-0.28
-0.115
0.05
0.215
0.38
0.545
0.71
0.875
1.04
1.205
1.37
1.535

Fig. 11. Example 3 (f constant): Pressure at t = 1 (left) and at final time t = 5 (right)

Vec Value
0
0.0919864
0.183973
0.275959
0.367946
0.459932
0.551918
0.643905
0.735891
0.827878
0.919864
1.01185
1.10384
1.19582
1.28781
1.3798
1.47178
1.56377
1.65576
1.74774

Vec Value
0
0.343433
0.686866
1.0303
1.37373
1.71717
2.0606
2.40403
2.74746
3.0909
3.43433
3.77776
4.1212
4.46463
4.80806
5.1515
5.49493
5.83836
6.18179
6.52523

Fig. 12. Example 3 (f constant): Velocity field at t = 1 (left) and at final time t = 5 (right)

with α = α∗. This illustrates the importance of the effect of the numerical scheme915

used in the time direction.916
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[14] O. A. Ciobanu, Méthode de décomposition de domaine avec adaptation de maillage en espace-955
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